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Coral: A Cloud-Backed Frugal File System

Cheng Chang, Student Member, IEEE, Jianhua Sun, and Hao Chen, Member, IEEE

Abstract—With simple access interfaces and flexible billing models, cloud storage has become an attractive solution to simplify the
storage management for both enterprises and individual users. However, traditional file systems with extensive optimizations for local
disk-based storage backend can not fully exploit the inherent features of the cloud to obtain desirable performance. In this paper, we
present the design, implementation, and evaluation of Coral, a cloud based file system that strikes a balance between performance and
monetary cost. Unlike previous studies that treat cloud storage as just a normal backend of existing networked file systems, Coral is
designed to address several key issues in optimizing cloud-based file systems such as the data layout, block management, and billing
model. With carefully designed data structures and algorithms, such as identifying semantically correlated data blocks, kd-tree based
caching policy with self-adaptive thrashing prevention, effective data layout, and optimal garbage collection, Coral achieves good
performance and cost savings under various workloads as demonstrated by extensive evaluations.

Index Terms—Cloud storage, file systems, cost optimization, cache, Billing model

1 INTRODUCTION

HE platform-as-a-service (PaaS) cloud storage has

become an infrastructure service of the Internet as a
promising way to simplify storage management for enter-
prises and individual users. Coupled with the increasing
demand for multi-device data synchronization and sharing,
it is emerging as a new paradigm that helps migrate storage
applications to the cloud. Due to its practical impact, signifi-
cant research endeavors have been undertaken to address
the problems in cloud storage based applications, such as
the security of storage outsourcing, data consistency, and
cost optimization.

A large body of work has advanced the state of art of
cloud storage research, including but not limited to the topics
mentioned above. In particular, a recent work [38] proposed
a cloud-based storage solution called Bluesky for the enter-
prise, which acts as a proxy to provide the illusion of a tradi-
tional file server and transfer the requests to the cloud via a
simple HTTP-based interface. By intelligently organizing
storage objects in a local cache, Bluesky serves write requests
in batches using a log-structured data store and merges read
requests using the range request feature in the HTTP proto-
col. In this way, many accesses to the remote storage can be
absorbed by the local cache, avoiding undue resource
consumption accordingly. As for cost optimization, FCFS
[35] proposed a frugal storage model optimized for scenarios
concerning multiple cloud storage services. Similar to local
hierarchical storage systems, FCFS integrates cloud services
with very different price structures. By dynamically
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adapting the storage volume sizes of each service, FCFS
reduces the cost of operating a file system in the cloud.

In this paper, we present the design and implementation
of a cost-effective file system based on the PaaS cloud stor-
age. In contrast to current research activities that view cloud
service as a backend for network file systems and adopt
classical caching strategies and data block management
mechanisms, we argue that many inherent characteristics of
cloud storage, especially the billing model, should be
considered in order to improve resource utilization and
minimize monetary cost. Specifically, we exploit the seman-
tic correlation of data blocks, and propose a system design
that takes advantage of a smart local cache with effective
eviction policy and an efficient data layout approach. Evalu-
ations performed on our proof-of-concept implementation
demonstrate prominent savings in cost and gains in perfor-
mance as compared to the state of the art.

The main challenge in designing Coral is how to man-
age data blocks effectively. Comparing to the potentially
unlimited storage capacity in the cloud, the relatively
small cache on the client side may result in severe perfor-
mance degradation due to the low cache hit rate [26] and
the high latency of the WAN. Thus, a better cache design
is needed in order to save the operational cost for a cloud
based file system. To this end, we propose a cache evic-
tion mechanism based on kd-tree [19] that is organized by
considering the correlation metrics among data blocks.
The proposed mechanism guarantees high performance in
identifying and evicting cached content with flexible
range selection of data blocks. Furthermore, the data lay-
out of concrete objects in the cloud also reflects the seman-
tic correlation of data blocks, which has direct and
important implications for several optimizations in our
system, including data prefetching, cache thrashing
minimization, and garbage collection. Integrated with the
quantified model from analyzing the billing items of the
cloud service, Coral orchestrates the interfaces provided
by the cloud vendor and achieves improvement in both
execution time and monetary cost as compared to existing
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TABLE 1
Price Structure of Common Paa$S Cloud Storage
Billing Items Amazon Rackspace  Google
Storage ($/GB/Month) 0.095 0.100 0.085
Up 0 0 0
Transfer ($/GB) Down 0.120 0.120 0.120
Up 5x 1076 0 1079
Request ($/Req.) Down 4 x 1077 0 1076

systems. For example, Coral can save the monetary cost
by 28 percent averagely and achieve latency improvement
by up to 83 percent.

We make the following contributions.

e We extensively investigate the optimization of mone-
tary cost for PaaS cloud storage with specific billing
models, and consequently design optimal strategies
for data layout and garbage cleaning to avoid perfor-
mance degradation in WAN environments.

e We characterize the data block relationship using
high level semantics, and then use this information
to determine the composition and layout of storage
objects. Together with the kd-tree, we implement an
efficient cache management component with an
adaptive mechanism to alleviate cache thrashing.

e We implement a prototype system called Coral to
demonstrate the effectiveness of our proposed solu-
tions for cloud-based file systems. By comparing
with an representative log-structure based design,
we show that Coral achieves our design goals
through experiments with both simulation and real
scenario benchmarks.

2 BACKGROUND AND MOTIVATION

This section presents an overview about the cloud storage
and motivates the design choices behind Coral. We analyze
the differences between the cloud and local environment on
data block management. Using an illustrative example, we
highlight the design principles in our work.

2.1 Cloud Storage Model

In the present marketplace, cloud storage is a competitive
field that provides rich choices over the cloud stack, i.e.
infrastructure as a service (IaaS), PaaS, and software as a
service (SaaS). We focus on the PaaS cloud storage after
considering the data management granularity. In particular,
typical PaaS storage services exports simple interfaces such
as GET, PUT, LIST, and DELETE to manipulate data objects,
and the incurred costs due to these operations are tied to
different billing items. Table 1 lists the price of several major
cloud vendors [2], [8], [13].

In terms of data block management in file systems, exist-
ing solutions enable data to automatically move around in
the hierarchical storage stack, which incorporates fixed-size
storage medium with distinct performance/price ratio to
reduce data storage cost. In addition, an extensive body of
research on cache eviction policies, such as the least recently
used (LRU), coordinates the action of data blocks in order to
minimize overall cache miss rate. As the main issues in
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Fig. 1. Metrics and notations.

block management, the caching algorithm and data organi-
zation underlie the fundamental principles in designing
storage systems. However, mainstream file systems are
designed for single devices or local area network (LAN)
environments. We argue that current block management
methods are not cost-effective for the cloud. Imagine that if
we simply adopt the conventional block management
approaches in the cloud, the fees charged for bandwidth
consumption and data transfer may be unacceptable for a
moderate-sized system, and most importantly, the prohibi-
tively high latency may render the system unusable.

2.2 Zooming in the Relationship of Data Blocks
Considering the inherent features of the cloud and the run-
time dynamics exhibited by data block accesses, we revisit
the relationship reflected by this dynamism from the follow-
ing three aspects. First, some files tend to be operated with
the same pattern such as source code files in a project (edit-
ing, debugging, and compiling), and consequently the
blocks belonging to different files may have a hidden link-
age. Second, by analyzing the access mode of blocks in the
same file, we can identify whether there exists a group of
blocks in a file with distinctive operations associated. Third,
similar to the existing temporal-locality based caching poli-
cies that strive to discover the most-likely-to-be-reused
data, the hotspots identified by analyzing the access pat-
terns should be leveraged to pinpoint the most perfor-
mance-critical data blocks.

To observe how the data block relationship are exhibited
in a real experiment that spans a relatively long period of
time, we ran a benchmark of compiling the Linux kernel
that incurs massive file read and write operations in the file
system. Our experiment simulates a functional cache with
fixed size, which evicts data blocks using the LRU policy
and loads data blocks to the cache when cache miss occurs.
Moreover, we record and calculate the variables that reflect
the aforementioned relationship for each block at eviction
time. We first analyze the benchmark results and then illus-
trate the selection of metrics.

Fig. 2 shows the diagram that represents the status of all
cached blocks at a specific time instant in 3d coordinates.
The notations are illustrated in Fig. 1, where raw metrics
(access time, count, and block size) are transformed and
normalized by mapping onto the interval [0, 1] as explained
later. The recorded information combined with the logs
exported by the cloud vendor makes it possible to derive
accurate block relationships and corresponding operations.
Three typical patterns are explained as follows. First, the
compiler creates temporary files such as .module_name.o.tmp
for each module, which are then transformed to files such
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Fig. 2. Block relationship illustration.

as module_name.o after compilation optimizations. There-
fore, the two types of files indicate a strong linkage. In the
diagram, the triangles represent the blocks for three mod-
ules and their temporary files (kprobes.o, inode.o, aes_generic.
0). Second, the diamond shaped blocks comprise three dif-
ferent modules (chainv.o, crypto_hash.o, esegiv.o), which are
compiled perceivably at the same time. According to the
structure of Linux kernel source code, they belong to the
cryptography framework (under the crypto directory),
which is a relatively small subsystem. Hence, they are
manipulated within a short time window. Third, it can be
observed that the file built-in.o marked as circles is accessed
at one time (see the t; dimension), while its blocks exhibit
distinct behaviors in access time and hotness (see the ¢,
dimension, it varies from 0.5 to 0.7). By analyzing the make-
file, we found that during the compilation each subsystem
generates a built-in.o file by linking all individual object files.
This example illustrates that it may also be profitable to
utilize the relatedness of blocks within a single file
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In cache management, block is the basic operational unit,
and each block belongs to a specific file pointed to by an
inode. Therefore, the last access time for inode (7}) and block
(T}) is selected to describe the correlation of blocks according
to the analysis in the above example, because the closer the
access time, the higher relevance the blocks may have. To
mask the difference of access frequency among diverse appli-
cations (e.g. benchmark applications typically issue frequent
requests during short time windows, but normal applications
exhibit less such behaviors), we use relative time to represent
T; and T} as shown in Equation (1), where At is the time inter-
val measured between two events of cache eviction. Starting
from the latest eviction at time 7j, we collect the statistics
about the last access time for each block and file in the cache,
and when a new eviction event is triggered, the relative time
can be calculated based on Equation (1). The third dimension
is about hotness of data blocks, which can be characterized by
block access count N and block size S. In order to avoid the
well-recognized cache pollution problem due to workloads
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exhibiting weak locality [23], we use N /S to represent block
hotness. This metric is normalized using the nonlinear func-
tion y =2tan 'z/7, which has the feature of enlarging
smaller x and making y approach 1 when z increases. In this
way, smaller = values should be more distinguishable when
they are used to describe the hotness metric. For example, for
a specific block (the block size s is fixed), the degree of differ-
ence between small N values (i.e. 3 and 10) would be more
significant than between large ones (i.e. 3,000 and 10,000),
because large N values will always fall into the category of
hot data (approaching 1) after the nonlinear transform.

2.3 Motivation
In fact, Fig. 2 is just a representative frame extracted from an
animation rendered by casting the traced data into a 3D
space during offline analysis. Moreover, we experimented
with a variety of workloads provided by the file system
benchmark tool Filebench [5], and observed invariable fea-
tures as indicated in the sampled frame above, by manually
examining the key frames in dynamically changing scenes.
Based on the above observations and analysis, we propose
to consider the following design principals when developing
data block management frameworks optimized for the cloud.

e Caching strategy should be re-evaluated. The cloud
storage is best characterized by its elastic capacity.
As the data volume increases and eventually far
exceeds the cache size, the cache hit rate might be
significantly reduced when using conventional local-
ity-based caching policies, such as LRU.

e Data layout of storage objects should be reconsidered
to take into account the access interface and pricing
model of the cloud. The cloud storage service masks
the diversity of needs by presenting a key-value store
abstraction to the user. Further, the billing model
provided by current cloud vendors is typically based
on storage capacity, access frequency, and data
transfer size. Consequently, an optimal data layout
would be beneficial to applications and end users in
terms of performance and cost respectively.

3 DESIGN AND IMPLEMENTATION

We start with analyzing the impact of the billing model on
design choices, and then present an overview of the system
architecture. Next, two core components, namely the caching
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policy and data layout are discussed before some implemen-
tation issues in constructing each component are presented.

3.1 Analyzing the Billing Model

We first discuss what comprises the cost of storing an object
in the cloud, and then analyze how each individual opera-
tion affects the overall cost.

3.1.1 Costin the Object Life Cycle

For each object stored in the cloud, its life cycle starts from
the PUT operation and ends with the DELETE operation.
During this time period, the client performs GET operations
to retrieve the object multiple times as desired. Since there
is no an equivalent UPDATE operation, we have to upload
a new object and delete the old one when the content of an
object is partially modified. This also implies the beginning
of the life cycle for a new object. Additionally, we use a
built-in Database that acts as the information manager
instead of using the cloud storage metadata operation such
as LIST to query existing key-value pairs. Thus, the main
cost C for each object in its life cycle can be formulated as:

C=mRy+ Ry, + u(t —ty)S +umTy + uT,, (2)

where R,/ Ry, T,/ Ty is the bidirectional (up/down) unit
price for the request and data transfer respectively, and S is
the storage price. These uppercase parameters are provided
by cloud vendors. We therefore concentrate on how to
reduce the number of requests m, storage volume size u,
and storage duration At = ¢ — t; in order to minimize C.

3.1.2 Effects of Operations on Monetary Cost

Despite the fact that the storage system may perform multi-
faceted operations on data, we only focus on optimizing the
parameters mentioned above and analyzing the indicated
operational cost. The operations we consider include cach-
ing, split, merge, and compression, which are derived from
the requirements of the caching policy and data layout, and
consequently have direct relation to the overall performance
and significant implication on monetary cost.

Caching and prefetching. According to Equation (2), both
effective caching and pre-fetching can reduce the number of
request m, indicating decreased cost of (R;+ uly) upon
each attempt to retrieve the object. Improving local cache hit
rate, on the other hand, can also improve response latency.
If objects to be accessed in the near future can be accurately
predicted, with pre-fetching we can download them in
advance to improve the cache hit ratio and save monetary
cost accordingly. On the premise of identifying correlation
metrics, it is helpful to allocate more computing resource to
collect the access patterns for improving the cache hit rate
and adapting to the bottleneck WAN link. As the key design
point, we elaborate the specifics in Section 3.4.

Split. As exemplified in Section 2.2, splitting the file and
storing each portion separately will increase the cost. How-
ever, in certain scenarios such as multi-threaded download-
ing, it would be beneficial to do so to accelerate the fetching
of object from the cloud, albeit at the expense of incurring
more GET requests. Assume that an object is split into p por-
tions, then the new cost can be formulated as:
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For an object of size u, the difference between C and C,;,
is given in Equation (4), while Fig. 3a illustrates the splitting
process. We can see that when p = 1 (namely no split), the
cost remains unchanged, and if p > 1, each portion raises
the cost by (mR; + R,)

(mRq+ Ru)(p—1)

bl > 17
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Since the split operation leads to extra cost, our system
restrictedly employs it in metadata management when a
single file exceeds certain size.
Merge. Similar to split, suppose that a packed object con-
sists of ¢ raw objects, one of which is of size u (see Fig. 3b).
The cost for this contained object is therefore

1
Cmerge =mR; + ERu =+ UAtmu;rS +umTy + uTu;

comparing with (2), C' — Cyerge can be computed as in
Formula (5):
_1 _
(1 q)Ru + uS(At — Atyar) g > 1, )
0 ,q=1.

Because of the distinct life cycle for each component in a
packed object, the object stored in the cloud tends to com-
prise garbage data. To address this issue, a cleaning process
should be considered. Ideally, if all the constituent objects
have the same life span (i.e. At is equal to the maximum
Aty02), the system can discard the whole orphaned object in
one transaction. Otherwise, special concerns are required
when considering the cost of storing and reclaiming garbage
data separately. With the growth of the number of objects
(namely increasing ¢), the cost reduction due to merging
multiple PUT requests can approach to R,. For most cloud
vendors, R, is a dozen times larger than R,;. That means
merging has more potential than caching/pre-fetching from
the aspect of saving cost. However, considering the unpre-
dictable nature of object life cycle and the complexity of gar-
bage collection, we conclude that effectively exploiting the
merging operation is pivotal for Coral, which is demon-
strated by our dedication to the design of caching policy
and data layout as discussed in the following sections.

Compression. Since the performance bottleneck in Coral is
shifted from the hard drive to WAN access, we have more
opportunities to employ complex computations such as
compression to optimize the storage cost. For example,
reducing the unit storage size in the cloud by compression
can save the cost by (AtS + mT; +T1),).
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Fig. 4. System architecture of Coral.

3.2 Architectural Overview

Fig. 4 depicts the main components (shaded areas) in Coral.
The FUSE [6] layer acts as the interface to intercept read and
write requests, monitors the access patterns of applications,
and invokes other relevant modules. Specifically, data blocks
belonging to different files are stored in the Cache Directory
that interacts with the cloud storage backend, while the meta-
data such as the directory structure and file information is
maintained in the Dafabase, which is periodically synchro-
nized to the cloud. This locally maintained database allows
for fast responses to operations that do not need to access file
content by avoiding network round trips. Furthermore, we
cache the most frequently used metadata of a file (inode) to
narrow the speed gap between the local file system and stor-
age backend. When the cache eviction is triggered, the Data
Selector searches for the most unwanted blocks with inherent
correlation, reflected by selected metrics and organizes them
into segments. After being compressed/encrypted, segments
are assembled into an object by the Layout Manager, and even-
tually uploaded to the cloud. In the event of cache miss or
garbage collection, Coral fetches data from the storage back-
end using HTTP range request, which enables the optimiza-
tion of downloading unrelated segments independently.
Next, unpacked/decrypted blocks are ingested into the
cache. The Cleaner performs the operation of garbage collec-
tion incurred by combining blocks with different life cycles
into the same segment. In the following, we describe each
component of Coral and cost optimization strategies in detail.

3.3 Metadata Database
Coral manages metadata using the relational database. As
shown in Fig. 4, four main entities compose the backbone of
metadata, including inodes, blocks, segments, and objects.
They are mapped to database tables directly. For instance,
inodes are stored in the table with schema inodes(id, uid, gid,
mode, mtime, atime, ctime, size, rdev, locked, refcount). In terms
of relations, the many-to-many relation requires additional
tables to describe, like inode_blocks(inodeid, blockno, blockid),
while for the many-to-one relation we can build a linkage
by id reference (e.g. the table segments(id, hash, size, offset,
activecount, objectid) with objectid). Lastly, some secondary
tables are defined for extra file attributes (e.g. symlink).

For modern database systems, this simple schema could
be handled effectively, absorbing substantial file system
operations locally. However, with an increasing working

TABLE 2
A Case for Metadata Capacity Estimation (M = 32 KB)
Table | B(B) | I C v’ v v
inodes 124 1.2 0.3 1 2 0.5
blocks 92 1.2 0.3 1 1 1
segments 75 11 0.4 0.1 0.1 0.1
objects 46 1 0.4 0.01 0.01 0.01
Sm (GB) 1 1 1
Sq (GB) | 465.16 | 293.92 656.36

set in Coral, a natural question is that whether the growth
of metadata size is acceptable in our system. Next, we
discuss the impact of the schema design on metadata capac-
ity for the entire storage system.

3.3.1 Capacity Estimation

Since the sizes of the majority of fields in the schema stay
fixed, the metadata size S,, can be estimated with the fol-
lowing intuitive approach. For each table j, we calculate .S,
the sum of the multiplication of B; (the size of all columns
in bytes), r; (the number of estimated rows), /; (the database
index factor), and C; (the compression factor), as expressed
in Equation (6). In practice, the storage engine of the data-
base tends to provide specific features or maintain internal
structures, changing the concrete database size. We can
introduce more correction coefficients for the equation to
improve the estimation

Sm: Z B]T7IJC] (6)

j€tables

Furthermore, the number of rows in tables have inherent
correlations. The number of rows in the table objects, for
example, is several orders of magnitude smaller than that of
the table inodes. Also, distinct row numbers among tables
reflect different types of workloads. We use the number of
rows y of table blocks and a coefficient vector V' to represent
rj =y -V, of all tables, where Vj,us = 1. In this way, by
defining parameters V, we can obtain S, with respect to y
in Equation (7). Accordingly, the capacity of the working set
is Sq =y - M, where M denotes the average size of blocks.
We can finally deduce the relation between S,, and S; as
shown in Equation (8)

Sw=v Y, Bi-Vi-I;-Cj (7
j€tables
Sa
=3 > BV ®)
j€Etables

3.3.2 Case Study

Table 2 shows a case of estimation. To simplify, we just
present four main entities and increase the B slightly for
compensating unlisted ones. The selection of I and C' is
based on the page level index and zlib based compression
[17] in the database. Under such parameters, we estimate
the working set capacity S; (shaded cells) by setting
S, = 1 GB. By varying V' to simulate different workloads,
we can observe that the metadata size is reasonable in Coral.
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Fig. 5. The main steps performed by the caching subsystem.

For high aggregate storage requirement (e.g. enterprise
scenarios), the Database component can be independently
deployed to serve Terabyte level metadata management.
More detailed evaluation is presented in Section 4.2.3.

3.4 Caching Policy

The cache management plays a vital role in the whole
system. In this section, we clarify the rationales behind the
cache system design from two aspects. First, we discuss the
algorithmic designs that reflect our concerns of identifying
correlated blocks accurately and quickly to facilitate the
decision in evicting cached content. Second, we present a
self-adaptive approach to addressing the issue of cache
thrashing caused by the radical changes of access patterns.

3.4.1 Correlated Blocks and Data Structures

In Section 2.2, we have demonstrated the potential of
exploiting the inter-block relationship to optimize remote
data access from a macroscopic view. In this section, we
illustrate how the three concrete metrics (inode, block, and
hotness) can be used to represent the correlation in a 3D
space intuitively, and its superiority in improving cache
efficiency. The new strategy has three key advantages. First,
not only the hotness of data but the relationship implicitly
exhibited by block access patterns is utilized to make flexi-
ble decisions on swapping in/out data blocks, as compared
to the LRU policy. Second, the original block sequence gen-
erated by dividing files is rearranged according to the hot-
ness information, which provides hints for the data layout
engine (see Section 3.5). Third, we can balance the trade off
between local computation and remote access based on the
HTTP range parameter.

However, two major challenges in effectively selecting
and grouping blocks need special considerations. On one
hand, the established correlation may become invalidated
due to the dynamic nature of varying workload, and if not
appropriately handled, a phenomenon we call cache thrash-
ing may occur as detailed in Section 3.4.3. On the other
hand, although the latency of accessing the cloud can
partially mask the overhead incurred by a computation-
intensive caching algorithm (as compared to LRU), prompt
identification of correlated blocks is critical to the overall
performance due to the synchronous nature of file accesses.
To this end, We use a kd-tree data structure to maintain the
3D metrics space.
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The kd-tree is useful for space partitioning and well-
suited for our needs. In particular, each non-leaf node
that stores 3D data can be thought of as implicitly generat-
ing a splitting hyperplane. By dividing the space into two
parts, known as half-spaces, the performance approaches
binary search in subtrees. Given a query key, we can
obtain corresponding neighbors in certain distance based
on fast tree traversal, fulfilling the task of finding corre-
lated blocks. The right part of Fig. 5 depicts a 3D space
and the relevant kd-tree.

3.4.2 Algorithmic Design

The caching policy is critical to system performance, and its
algorithmic design aims at exploiting the access patterns of
data blocks to reduce remote accesses to the cloud and better
utilize the cache space. To better understand the cache
subsystem, we use an illustrative example as shown in Fig. 5.
On the left part, blocks and metadata in the cache space are
represented by small squares at the middle layer, and the
arrowed lines marked with step indexes indicate the main
operations performed in managing the cache subsystem.

Step 1. We first discuss the procedure of evicting
cached blocks to make room for new data. As shown in
Algorithm 1, the metadata including the last access time
of blocks/inodes, the size and access counts for each
block in the cache space, is queried from the database
(step 1.1). Based on the relative time interval and nonlin-
ear transform, a kd-tree is generated to represent the met-
rics of data blocks in the 3D space. Generally, the kd-tree
is rebalanced to obtain a complete binary tree to maxi-
mize search efficiency. We use two parameters key and
dist to get the coldest blocks in the logical 3D space. The
candidate key selected (red spaures) from the kd-tree
reflects not only the hotness but the closeness of data
blocks. The parameter dist is used to determine the pack-
ing degree, a metric to optimize cache thrashing as
further discussed in Section 3.4.3. Since the cache subsys-
tem and other components heavily rely on querying the
database, we design an inode cache to accelerate database
access, serving the majority of requests.

Step 2. Commonly, when a block is selected as a candi-
date for eviction, it can be locked to prevent any further
accesses. However, the eviction operation consists of sev-
eral sub-steps such as metadata querying, data merging,
and encryption/compression, each demanding different
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access permissions on data blocks. Imposing exclusive
lock on each block during the whole operation is too con-
servative. For example, before encryption/compression,
read access to a block should be granted because there is
no conflicts with other operations. In this regard, we
employ fine-grained locking on each block to facilitate the
multi-threaded design at the backend, which can improve
the throughput of the cache.

Algorithm 1. Select (Part 1)

1: metrics_set — query_db(blocks_in_cache)

2: [min_inode, delta_inode] — elapse(metrics_set)

3: [minblock, delta_block] — elapse(metrics_set)

4: key — (1,1,1)

5: tree «— init_kdtree()

6: for all m € metrics_set do

7:  ti — (m. 1% — min_inode) /delta_inode

8.  tb — (m.Tb — min_block)/delta_block
9:  he2xtan ' (m.N/m.S)/x

10:  point «— (ti,tb, h)

11:  tree.add(point,1)

12:  if key > point then

13: key < point
14:  endif
15: end for

16: if tree.isbalance() = False then
17:  tree.rebalance()
18: end if
D>blocks_to_swapout — tree.knn(key, dist)

Step 3. Algorithm 2 shows the cache replacement logic
in Coral. The data unit downloaded from the cloud is a
segment that contains data blocks with correlated rela-
tionship, and its structure is detailed in Section 3.5.
Segment based data transfer also implies that blocks
swapped in can act as pre-fetched data to improve the hit
rate of future requests. In addition, we use the feature of
HTTP range request (indicated by the parameters from
and to) to precisely control the amount of data remotely
fetched, which is marked by green squares for the cloud
storage layer in Fig. 5.

Algorithm 2. Fetch

1: block_id «— fuse_request()
2: if cache.has(block_id) = False then
3: [object_id, from, seg_size] «— query_db(block_id)
to «— from + seg_size
more «— MAX_SIZE — (cache.size() + seg_size)
if more > 0 then
...swapout ...

end if

9:  segment < request_cloud(object_id, from, to)
10:  blocks «— split(segment)
11:  for all item € blocks do

12: data — decrypt(item)

13: block — decompress(data)
14: cache.set(block_id, block)
15:  end for

16: end if

17: requested_block «— cache.get(block_id)
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Fig. 6. Effect of the self-adaptive mechanism.

3.4.3 Resolving Cache Thrashing

Certain circumstances may undermine the caching mecha-
nism. When the access mode of the file system changes, the
established information for correlated data blocks may have
negative impact on performance if it is directly used for mak-
ing subsequent caching decisions. For example, the Linux ker-
nel compilation benchmark has two stages: file extraction and
building. The file extraction stage involves only write opera-
tions, and the collected access patterns in this stage provide
little help for the following one that exhibits read-write access
patterns. At the transitional period of radical workload
change, a phenomena called cache thrashing would occur if
the caching policy solely relies on the outdated block relation-
ship. To address this issue, we consider three access modes
(read-only, write-only, and read-write), and the transition
between them is traced at runtime to provide necessary hints
for accommodating the dynamically varying workloads.

Our solution depends on the parameter dist (see
Section 3.4.2) derived from the file access information
recorded at the FUSE layer, to adaptively control the pack-
ing of data blocks at runtime. More concretely, we use an
array of counters that composes a fixed-size window to
record the most-recent read/write requests. With this data
structure, we can accurately detect the transition of access
patterns, and then react with appropriate adjustment to the
key parameter dist.

As shown in Algorithm 3, we first determine the current
access mode by comparing the value calculated from the
read/write windows (variables read and write) with the last
mode recorded by last_mode (see lines 20-31). Next, the dis-
tance parameter (dist) that would guide the metadata search
in the kd-tree is derived based on the current system status
(see lines 33-42). In order to avoid cache thrashing caused
by oversized or undersized storage objects during mode
transitions, the function minimum_dist iteratively search the
kd-tree to obtain a desirable value for the distance metric.
Given that the mode transition typically lasts for certain
period of time instead of a transient event, and that transi-
tions may repeat frequently over a short time window, the
self-adaptation is run for a pre-defined duration as indi-
cated by the variable mode_delay. At last, it is worth noting
that the kd-tree based metadata management makes it
equally well suited for both the distance and neighbors
based search in the algorithmic design.

We use the Linux kernel compilation benchmark to
verify the effectiveness of our proposed strategy. Fig. 6
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depicts the number of read/write requests issued to the
remote storage backend, which has marked impacts on
the cache performance and overall cost. Specifically, read
requests begin to dominate after the extraction of source
files (write-only). Without self-adaptive optimization, the
number of read requests issued to the cloud increases
significantly at the start of the transition of access mode
(at about the 17th second). In comparison, with the opti-
mization enabled, we can observe the smoothed variation
curve over the same time period. This strategy also works
for other workloads, although we only present the results
for the kernel compilation.

Algorithm 3. Select (Part 2)

19: [read-w, write_w] — fuse_windows()

20: read — sum(read_w);write — sum(write_w)
21: mode — NO_OPS

22: if read # 0 or write # 0 then

23:  mode «— READ WRITE

24:  if read = 0 and read = last_read then

25: mode «— WRITE_ONLY

26: endif

27 if write = 0 and write = last_write then
28: mode «— READ_ONLY

29:  end if

30: end if

31: last_read < read;last_write « write
32: if mode_delay > 0 then

33 dist — minimum_dist()

34:  mode_delay < mode_delay — 1

35: else

36: if last_mode = mode then

37: dist «— normal_dist()

38: else

39: mode_delay — DELAY _COUNT
40:  endif

41: end if

42: last_-mode < mode
43: blocks_to_swapout «— tree.knn(key, dist)

3.5 Data Layout

Given that the design of the data layout is driven by the
requirements from several factors such as the storage and
transfer cost, the interoperability with the cache subsystem,
in this section, we first present how data blocks is organized
and linked together. Then, we address the issue of how to
reclaim the aged data in the cloud, which is an inevitable
side-effect due to the design trade-offs aforementioned.

3.5.1 Segment Structure

At the core of the caching policy is the capability of iden-
tifying correlated data blocks to be evicted from the
cache. To facilitate data management, the inherent rela-
tionship among data blocks indicated by the caching
subsystem should be reflected by how they are organized
and persisted in the cloud. The mainstream cloud services
do not specify the concrete format for storage objects, and
provide support for almost unlimited object size (from
1 KB to 5 TB in S3). And unlike the conventional storage
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Fig. 7. Data layout of a concrete storage object.

stack, existing objects in the cloud cannot be updated
directly without uploading new substitutions for old cop-
ies. Coupled with the design choices of the caching pol-
icy, this limitation motivates a design of data layout that
enables optimized read/write performance and reduced
cost incurred by data requests and garbage collection.

Fig. 7 illustrates the segment structure. First, the selected
blocks are arranged successively into two-dimensional lay-
out that exhibits the correlation of files (inode) and blocks.
This layout is merely a conceptual illustration, and we do
not physically maintain such a structure in the memory
because it will result in unnecessary memory copies when
these blocks are composed into segments. Second, blocks
belong to the same inode compose a single segment, and
are operated as an independent unit for compression and
encryption. Third, we assemble all the segments according
to the relationship implied by the dimension 7; to produce a
concrete storage object.

In this way, PUT requests (relatively expensive) are man-
aged at the granularity of objects, while cheaper and
frequent read (request and transfer) operations retrieve
data by segments. The distinguishable access granularity
employed in remote read/write request is helpful to save
cost according to the billing model (Section 2.1). We next
detail how to fetch data from the cloud.

3.5.2 Offset Remapping

Since the location information of data blocks would be
lost due to the operation of compression and encryption
performed on segments, we can not obtain the correct off-
sets in storage objects for the requested blocks directly.
We therefore remap the block offset to the segment offset
that is used as the range parameter of HTTP request.
Fig. 8 depicts two pairs of (offset, size) in a block and its
container segment respectively. These metadata are
stored in the database when the segment structure is con-
structed. For requesting the block with bid 15, we first
need to know which segment the requested block belongs
to. With the segment_id (20) acquired from querying
the database, another query is issued to obtain the offset
and size of the segment indicated by the segment_id, which
are then used to calculate the value of the byte range
for the Range header. Finally, after the specified segment
is downloaded from the cloud, the target blocks can be
extracted.



986 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL.27, NO.4, APRIL2016

.
bid: 15 “ | sid: 20
segment_id: 20| object.id: 9
offset: 81 92} ° offset: 580608 le
size: 4KB -7 size: 128KB ,
-
Segment #20 , GET /object.9 HTTP/1.1
+ Host: coral.s3.amazonaws.com
,’ Date: Sat, 26 Oct 2013 00:38:57 GMT
Sel N L Range: bytes=580608-711679
K
\ [ ] |
Object #9

Fig. 8. Offset remapping for block request.

3.5.3 Garbage Collection

The segment structure reflects the inherent relationship
among blocks, which is beneficial to the optimization of
data accesses by lowering the possibility of consolidating
completely independent blocks in one storage object. How-
ever, complex and dynamic runtime behaviors of applica-
tions inevitably induce distinct life cycle on data blocks, and
aged blocks should be discarded in a cost-effective way. For
example, blocks being updated (e.g. editing a document)
can not instantly replace the counterparts in the cloud,
instead we have to retain old copies because of the con-
strains of cloud service model. Aged data will incur not
only extra storage expense but also data transfer overhead
due to the defragmented segment structure. In the follow-
ing, we address this issue by answering when and how to
perform the operation of garbage cleaning.

Scheduling garbage collection should take into account
the cost involved in two aspects. On one hand, the storage
cost denoted by Cl(t) will accumulate from each object
with aged blocks as shown in Equation (9). Inside an object,
C! is determined by the size of all aged blocks s; and the dif-
ference between the time t? when the block are marked as

deletable and the time ¢ when the cleaner is started, as
shown in Equation (10). On the other hand, the cost
incurred by the cleaning operation itself (represented by
Cliean) should also be counted. To this end, we prove the
optimal time instance of issuing the cleaning operation as
shown in Theorem 1

Cstore = Z C: 9
icobjects
= > D set—t). a0
icobjects jeaged

Theorem 1. The cleaning time t is optimal when the Eq. (11)
holds, which indicates that the cost caused by garbage collec-
tion only depends on Cyyp(T)

1n

Ostm'e(f) = Cclean

Proof. The desirable cleaning scheme should minimize the
cost Ciore(t) + Ceiean- With the arithmetic and geometric
means inequality, we have

Cet,ore (t) + Cclean 2 2 Cstore(t)cclemr

The equality holds true if and only if there exists t such
that Cyore(t) = Cljean, from which we can induce the

best time to start the cleaning operation. In addition, the

total cost 24/2Cue(7) is independent of any specific
cleaning algorithms. O

Moreover, the equality also implies the opportunity of per-
forming direct and convenient comparison between different
cleaning approaches, since the cost of disposing aged data is
always computable. We next analyze two particular cases.

In Coral, we implement the cleaner as an integrated
component of our system that interacts with the block
management and caching subsystem to fulfill the task of
space reclamation. The Cy.,, can be calculated using
Equation (12), where Tj, R,, and R; denote the unit price
defined in Section 3.1.1, and S; represents the object size.
Assume we have an object to edit, after downloading the
corresponding segments without aged blocks (range to
the greatest extent) by n requests, the cleaner reconstructs
and then uploads the new objects to the cloud at certain
time. The upstream transfer and delete operation in
the cloud are free. According to Theorem 1, the cleaning
operation will be launched at the time when Cgype =
Criean- We will evaluate garbage cleaning in Section 4.3.3

7
Cclean = Z C’i

ic€objects

= Y (Ts-(Si— Y s))+nRs+Ry).

icobjects j€aged

(12)

Secondly, It is possible to locate the cleaner at the same
place as the storage backend, and the main benefit of this
option is the intra-datacenter data access that can expedite
data processing and avoid the extra cost of upstream and
downstream data transfer. Assume that the cleaner is dele-
gated to a compute node in the cloud such as the EC2 [1].
Then we have

Ccleun =W tla

where W denotes the unit price of the compute node, and ¢’
is the execution time of the cleaning operation depending
on the volume of aged data. In this case, we can also start
the cleaning routine under the guidance of Theorem 1.
Therefore, distinct cleaners become comparable via Cjiore.
We plan to incorporate the advantages of the standalone
cleaner design in future work.

3.6 Implementation Issues
Our current implementation of Coral contains approxi-
mately 7,500 lines of Python code, and a few hundred lines
of C++ in performance-critical components, including the
kd-tree selector and delta-dump/restore functions for the
database. Coral is built on top of FUSE that supports stan-
dard Unix file system features, and uses the sglite database
to maintain metadata. With an extensible architecture, Coral
provides support for multiple storage backends including
Amazon S3 (or compatible protocols), Google Cloud Stor-
age, and local disk, and several representative caching
schemes are implemented for comparison. All data is com-
pressed using the LZMA algorithm [10] and encrypted
using AES [7] with a 256-bit key.

Data consistency. Current cloud storage systems typically
sacrifice strong consistency in favor of performance and
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availability, as a result, only eventual consistency is guaran-
teed. Under this model, operations such as read-after-write
may occasionally fail, and the responsibility to tolerate such
failures is imposed on the developers consequently. Other
client situations such as machine crashing also might lead to
data inconsistency. To address this issue, we assign each
block or object an ID that is automatically increased when it
is updated. Further, the metadata (database files) is associ-
ated with a version number, and when the two version num-
bers do not match, a series of measures would be conducted
to ensure data consistency. Coral uses the latest-version-
wins mechanism to resolve conflicts based on version num-
bers, which means the newest version is valid by default.
Meanwhile, several old versions are also maintained tempo-
rarily, providing the opportunity of rolling back to a specific
version selected by the user.

Snapshot. In Coral, the creation of snapshot is straightfor-
ward and incurs little overhead, since the metadata, includ-
ing the information about files and the directory structure,
are recorded in the database. We can conveniently preserve
the state of the entire file system at any time using a mini-
mum amount of storage space.

4 EVALUATION

In this section, we evaluate the Coral prototype implemen-
tation with macro- and micro-benchmarks. Our experi-
ments were conducted in a cross-continent environment. In
addition to perform the comparison with the state-of-the-art
using real world applications and synthetic benchmarks,
we also investigate the performance advantage of our cach-
ing policy and the effect of garbage collection on run time
and storage cost.

4.1 Setup

We used the Linode 2048 Plan (at the Japan datacenter) [9]
running Ubuntu 12.04 LTS as the client to launch the bench-
marks. The instance configuration was a 64-bit platform with
2 GB RAM, 2.27 GHz Intel Xeon L5520 (quad-core) process-
ors, and 80 GB storage. Our experimental measurements
were performed with Amazon S3 storage backend in two
regions, N. Virginia (US-East) and N. California (US-West).
For testing the network connectivity between Linode (Japan)
and Amazon (US), we used an EC2 node located at the same
datacenter as S3 to run iperf. The average bandwidth between
the client and S3 in US-West and US-East reached 21 and 34
Mbps respectively.

Our benchmarks include compiling the Linux kernel and
generating synthetic workloads with Filebench. The work-
loads produced by the first one contain extracting the source
code of Linux kernel 3.4.4, which consists of roughly 40,000
files totaling 450 MB (write-only workload), calculating the
checksum of all these source files (read-only workload), and
building the kernel with the default configuration and j4 flag
for parallel compilation (read-write workload). Filebench
has various prepackaged workload personalities, among
which fileserver, webserver, varmail and netsfs are used.

4.2 Macro-Benchmarks

We first examine our goals on optimizing monetary cost and
latency, by comparing with Bluesky that is characterized by
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Fig. 9. Evaluation results of monetary cost.

a log-structured data layout with an LRU caching policy. In
Bluesky, write requests are collected into a fixed size
segment (4 MB).

4.2.1 Cost

Cloud storage providers typically charge customers over
a monthly billing cycle. In our scenario, the storage cost
is relatively small because of the limited time window of
running the experiments. However, the cost caused by
data transfers and requests is much more prominent in
file system workloads. Thus, we only analyze the fees
actually charged for the later two metrics, excluding the
storage cost. To guarantee accuracy, our analysis is based
on S3’s internal logging tool that generates the access log
and stores the log files as normal storage objects asyn-
chronously in the cloud. The prices in October 2013 from
Amazon S3 US-East region are: $0.095/GB per month,
$0.12/GB transfer out, and 0.005 per 10,000 GET or 1,000
PUT operations (base prices).

Fig. 9 compares the monetary cost between Bluesky and
Coral. We consider three billing items: PUT/GET request
and outbound data transfer from the cloud. The average
improvement with Coral is about 28 percent over all applica-
tions, among which the fileserver and kernel complication
achieve better cost savings, whereas in scenarios where read
request dominates such as webserver, varmail, and netsfs,
Coral exhibits similar results as Bluesky. Moreover, we can
observe the increased cost of two billing items. First, the data
transfer cost in Coral is more prominent due to the prefetch-
ing of interrelated data blocks when downloading data from
the cloud (see the webserver case). Second, compared with
the fixed-size storage objects as in Bluesky, our system gener-
ates variable-size objects due to the need of tracking the
mode switches, which leads to the increase of PUT requests.
Even with the increase of the cost of data transfer and PUT
requests, the total cost of Coral is lower than Bluesky across
all benchmarks because of the significantly reduced GET
requests. We are investigating new ways to further reduce
the cost incurred by data transfer and PUT requests.

4.2.2 Impact of Latency

We use the same benchmarks as the above to underscore the
impact latency can have on file system performance. Partic-
ularly, measuring the kernel compilation time is decom-
posed into three steps (unpack, checksum, and build) to
reveal the results for distinct access modes. We ran this
experiment against both the local and cloud storage.
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Fig. 10. Excution time comparison under various workloads.

Fig. 10 shows the comparison of normalized running
times, which is more intuitive than the illustration of plot-
ting the absolute timing results that exhibit relatively large
variation for different workloads. So, a 50:50 split means
equal times for Coral and Bluesky. For local storage, Blue-
sky consumes less time (about 26 percent averagely) across
all benchmarks. In comparison, Coral performs better than
Bluesky with the cloud storage as backend, and the average
improvements are about 83 and 69 percent for the two back-
ends (US-West and US-East) respectively. The log-struc-
tured design in Bluesky originally aims to improve the
write performance of hard disk by organizing random
writes sequentially with a log. However, this advantage
may have limited impact on performance improvement for
cloud-backed file systems, because the underlying perfor-
mance-critical factors have changed. As evidenced by the
comparison between the two geographical locations, with
better network connectivity to our client machine, the US-
West region has shown better results. Moreover, for Coral,
benchmarks dominated by a single operation (read or write)
such as netsfs, varmail, webserver, checksum, and unpack
exhibit better performance than others that involve more
access mode switches, we attribute this to the overhead
incurred by the self-adaptive intervention.

4.2.3 Large Workload

Existing studies [37], [39] found that the average amount
of accessed data per day is only 10 percent of the total
dataset in a typical networked file system, indicating that
Coral can serve hundreds TB data with a tens TB local
cache. In this section, we evaluate the performance of
Coral under large workload. To this end, we use the
fileserver personality in Filebench to simulate operations
on a relatively large dataset including create, delete,
append, and read operations on files and directories. This
is similar to the workloads generated by SPECsfs as used
in Bluesky. We set the cache size to 10 GB with the stor-
age backend at S3 US-West, and use operations per
second (ops/s) as the metric to compare the performance
between Coral and Bluesky. In addition, the capacity of
the metadata database is also evaluated to validate our
theoretical analysis. As shown in Fig. 11, with the
increasing of dataset size, we can observe the decreasing
performance for both Coral and Bluesky because the
fixed-size cache necessitates more remote data accesses.
But the performance of Coral stays better than Bluesky
across all sizes of dataset. Notably, the volume of meta-
data produced by this large workload is at roughly the
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Fig. 11. Operations per second of distinct dataset sizes.

same level as the theoretical estimation in Section 3.3.
According to the results, we believe our system can scale
to large workloads. In real enterprise scenarios, a dedi-
cated high-performance machine can be deployed to man-
age even higher volume metadata.

4.3 Micro-Benchmarks

In this section, we first demonstrate the superiority of our
caching strategy compared to the traditional LRU policy,
and then present the evaluation on garbage collection.

4.3.1 Cache Performance

This experiment was run with cache capacity varying from
2 to 20 percent of the dataset size, to evaluate how the cache
hit ratio scales under the two caching policies.

Fig. 12 illustrates the cache hit ratio of LRU and KD over
the four Filebench applications and Linux kernel compila-
tion. For all benchmarks, the hit ratio increases with the
increase of cache capacity. In particular, the cache hit ratio
of netsfs and varmail is higher (over 60 percent) than that of
the webserver, fileserver and Linux, because of the rela-
tively more randomness in I/O requests. By comparing the
variations of cache hit ratio of KD and LRU policy, we can
observe that the KD policy shows more stable fluctuation
across all cache sizes. For example, in the case of netsfs, the
hit ratio of LRU ranges from 64 to 88 percent, while with
KD it varies from 84 to 92 percent, showing smaller
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Fig. 12. Cache hit ratios of distinct workloads and datasets.
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Fig. 13. Cache hit ratios for individual metrics.

magnitude of fluctuation. Other benchmarks exhibit similar
trends. This stability has important implications for cloud-
backed file systems, because of the potentially unlimited
cloud storage that far exceeds the cache size on the client
side. Taking advantage of the data block relationship, as
expected, the KD policy achieves higher hit ratio than LRU
for most cache sizes. However, diminishing returns of the
KD policy are observed for certain workloads with the
increasing of cache size, because of the decreased
exploitable interrelated data blocks.

4.3.2 Impact of Individual Metrics on Cache

Performance

In this section, we evaluate the impact of individual metrics
(tp,t;, and h) on cache hit ratio, and use the same workloads
and configurations as the above section. In addition, we
also duplicate the results in Fig. 12 for intuitive comparison.
As shown in Fig. 13, the KD policy performs better than any
single metric. We analyze the performance of individual
metrics as follows. First, the metric ¢, only contains the
information of the time dimension (no frequency) in LRU,
thus exhibiting worse cache hit ratios than LRU. Second, for
the metric ¢; that is similar to file-based (not block) LRU pol-
icy without considering the frequency, we can observe simi-
lar performance results between ¢; and ¢, for workloads
(e.g. webserver and varmail) whose average file size
approximates to the block size. While for other workloads
with large amount of blocks per file, the cache hit ratios of ¢;
are lower than that of t,, because of behavioral diversity
among files and blocks. Third, when using the hotness met-
ric h, the performance varies between LRU and ¢;. In sum-
mary, the KD policy achieves better cache performance by
incorporating the advantages of multi-dimension informa-
tion. In addition to cache performance, the metrics such as
t; also have implications on choosing parameters for the lay-
out of storage objects.

4.3.3 Cleaning

It is difficult to directly evaluate and compare different
garbage cleaning designs. First, distinct cleaning approaches
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typically involve complex interactions with other modules
in the system. For example, Bluesky use an Amazon EC2
node to collect garbage data. Second, calculating the cleaning
cost requires a non-trivial amount of garbage data generated
by delete/edit operations, but our current workloads contain
too few such operations to produce the desired experimental
dataset. However, as demonstrated by the theoretical analy-
sis in Section 3.5.3, we can measure the cost of garbage collec-
tion indirectly based on the storage cost of garbage data.
Consequently, we use a synthetic workload generated by
Filebench to conduct the following analysis. The file system
was populated with 10 file sets (a group of related files), each
of which contains eight files totaling 64 MB of data. The
benchmark rewrites 50 percent of data (320 MB) with 32 KB
I/0O block in a multi-threaded environment.

Fig. 14 depicts the amount of deleted data during the
experiment. We use the statistics collected from the file
system layer as the baseline (marked as FS), because the
file system will perform the same set of operations given
the same random seed no matter what caching policy is
employed. After the initial stage that populates the file
system, the KD and LRU policy exhibit dramatically dif-
ferent behaviors. Since the KD strategy exploits the inher-
ent relationship among data blocks, a significant amount
of delete operations are absorbed by the cache, leading to
sustained improvement of greater than 60 percent against
the LRU policy. More data deleted in the cache means
less garbage data stored in the cloud. According to our
theoretical analysis, this also implies the reduced cost of
performing the cleaning operation in the cloud (less data
repackage plus less DELETE requests). Our design princi-
ple focuses on eliminating the garbage data stored in the
cloud as much as possible, instead of relying on a compli-
cated garbage collection mechanism.

Fig. 15 depicts the varying quantity of garbage data
produced in our experiment. Without the mechanism of
reclaiming aged data, the total amount of garbage data
increases linearly and reaches about 30 MB at the end. In
stark comparison, when the cleaner is enabled, the garbage
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Fig. 15. Effect of garbage collection.
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data retained in the cloud is significantly reduced and never
exceeds 10 MB. We can observe that the four green triangles
have approximately the same size and shape, indicating that
the cleaning time is optimally scheduled to minimize the
overall cost as discussed in Section 3.5.3. In addition, not all
orphaned data are reclaimed each time, which can be
inferred from the figure where the green triangular regions
are not entirely enclosed. This is because for some cases, live
data blocks constitute a dominant part of the storage objects,
and it is not economical to remotely manipulate these objects.

5 RELATED WORK

Cloud storage driven by the availability of commodity
services from Amazon S3 and other providers has
attracted wide interests in both academia and industry.
As a new option of storage backend, it greatly eases
storage management but brings new challenges as well.
The work in this paper reflects our endeavors to address
the interrelated issues such as caching strategy, object
organization, and monetary cost optimization in design-
ing a cloud based file system.

Cloud based storage. For the service provider, Depot [32]
considers safety and liveness guarantees based on distrib-
uted sets of untrusted servers. For safety and security rea-
sons, SafeStore [27], DepSky [20] and SCFS [21] operate on
diverse storage service providers to prevent cloud vendor
lock-in. Recently, Bluesky [38] presents a cloud based stor-
age proxy for enterprise environments. With the log-struc-
tured [36] data layout, the proxy can absorb massive remote
write requests to achieve high-throughput. However, the
design proposed by Blueksy does not consider the billing
model that is a major distinct feature compared to classical
storage model. Exemplar open source projects like S3FS
[14], S3QL [15], and SDFS [12] provide the file system inter-
face for the cloud backend like Amazon S3. Similar to Blue-
sky, commercial systems such as Cirtas [3], Nasuni [11], and
TwinStrata [16] act as cloud storage gateways for enter-
prises rather than personal users.

Metadata. In [18], the authors reported metadata charac-
teristics over 60 K PC file systems in a large corporation dur-
ing five-year period. The changes in file size, file type, file
age, storage capacity and consumption etc. motivated the
database design for metadata management in our work.
Also, the study [34] analyzed the whole-file versus block-
level elimination of redundancy, which reflects the necessity
of block-level deduplication. A recent work [25] showed the
behaviors of a popular personal cloud storage service Drop-
box [4]. One of the main findings is that the performance of
Dropbox is driven by the distance between clients and stor-
age data centers. That corresponds to our design principle
on bottleneck shifting to the network.

Storage management. To close the widening semantic gap
between computer system and storage system, [33] proposed
an classification architecture for disk I/O. The same class of
objects (e.g., large files, metedata, and small files) are
combined according to the caching policy, which boosts end-
to-end performance. Similarly, BORG [22] performs
automatic block reorganization based on observed 1/0
workloads, including non-uniform access frequency distri-
bution, temporal locality, and partial determinism in non-

sequential accesses. With reducing the monetary cost as one
of the major concerns, we exploit the semantic information
among data blocks in all aspects when designing Coral.

Hystor [23] describes a high-performance hybrid storage
system with solid state drive (S5D) based on active monitor-
ing of IO access patterns at runtime. HRO [31] treats SSD as
a bypassable cache to hard disks. By estimating the perfor-
mance benefits based on history access patterns, the system
can maximize the utilization of SSD.

Cache policy. Beyond typical LRU mechanism, SEER [28]
improves cache performance using the sequence of file
accesses for measuring the relationship among files. The fol-
low-up study [29] discussed various semantic distances of
files and designed an agglomerative algorithm in discon-
nected hoarding scenario. Also, [30] proposed a two-fold
mining method of block correlation mainly based on fre-
quent sequences. In contrast, Coral describes additional
eviction basis (besides hotness of data) with temporal-based
metric of the file and block, which is simple and easy to
measure in file system at runtime with cloud backend
ranther than offline mining.

Cost optimization. Few research has specifically studied
the issue of monetary cost optimization for the cloud. Chen
[24] evaluate cloud storage costs from economic perspec-
tive, which is at more abstract level and may not be suitable
for complex usage scenarios. In [35], the authors present a
system called FCFS with the main focus on the monetary
cost reduction for cloud based file systems. However, this
work focuses on the optimization for scenarios integrating
multiple cloud storage services with distinct cost and
performance characteristics. In fact, Coral is complementary
to FCFS since optimizing the cost for a single cloud storage
service can also benefit systems like FCFS.

6 CONCLUSIONS AND FUTURE WORK

This paper presents the design, implementation and evalua-
tion of Coral, a cloud based file system specifically designed
for cloud environments in which improving performance
and monetary cost are both principally important for end
users. With the efficient data structures and algorithmic
designs, Coral achieves our goals of high performance and
cost-effective. In the future, we plan to investigate new
ways to further reduce the storage cost. For example, using
byte-addressable compression algorithms, we can precisely
control how much data the client needs to download
instead of fetching a complete segment each time.
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